Enzyme specificity under dynamic control II: Principal component analysis of α-lytic protease using global and local solvent boundary conditions

NOBUYUKI OTA AND DAVID A. AGARD
Howard Hughes Medical Institute and Department of Biochemistry and Biophysics, University of California, San Francisco, San Francisco, California 94143–0448, USA
(RECEIVED March 1, 2001; FINAL REVISION April 10, 2001; ACCEPTED April 16, 2001)

Abstract
The contributions of conformational dynamics to substrate specificity have been examined by the application of principal component analysis to molecular dynamics trajectories of α-lytic protease. The wild-type α-lytic protease is highly specific for substrates with small hydrophobic side chains at the specificity pocket, while the Met190→Ala binding pocket mutant has a much broader specificity, actively hydrolyzing substrates ranging from Ala to Phe. Based on a combination of multiconformation analysis of cryo-X-ray crystallographic data, solution nuclear magnetic resonance (NMR), and normal mode calculations, we had hypothesized that the large alteration in specificity of the mutant enzyme is mainly attributable to changes in the dynamic movement of the two walls of the specificity pocket. To test this hypothesis, we performed a principal component analysis using 1-nanosecond molecular dynamics simulations using either a global or local solvent boundary condition. The results of this analysis strongly support our hypothesis and verify the results previously obtained by in vacuo normal mode analysis. We found that the walls of the wild-type substrate binding pocket move in tandem with one another, causing the pocket size to remain fixed so that only small substrates are recognized. In contrast, the M190A mutant shows uncoupled movement of the binding pocket walls, allowing the pocket to sample both smaller and larger sizes, which appears to be the cause of the observed broad specificity. The results suggest that the protein dynamics of α-lytic protease may play a significant role in defining the patterns of substrate specificity. As shown here, concerted local movements within proteins can be efficiently analyzed through a combination of principal component analysis and molecular dynamics trajectories using a local solvent boundary condition to reduce computational time and matrix size.
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Our fundamental concepts of enzyme mechanisms are firmly based on the idea of complementarity between an enzyme and the reaction transition state (Pauling 1948). Through a combination of shape and electronic complementarity, enzymes select the appropriate substrates for a given reaction. Although there has been considerable experimental support for the importance of complementarity in determining specificity, for example from the combination of X-ray crystallographic and biochemical studies of enzyme-substrate complexes (Steitz et al. 1969; Fastrez and Fersht 1973; Brayer et al. 1979; Bone et al. 1987; Ding et al. 1994), such conclusions are generally based on a static description of protein conformation. More recently, the direct involvement of protein mobility in enzyme mechanics has been
emphasized in fields such as nuclear magnetic resonance (NMR) imaging (Wüthrich 1986, 1995; Lipari and Szabo 1982), time-resolved X-ray crystallography (Farber 1997; Moffat 1997) and simulation methods (McCammon et al. 1977; van Gunsteren and Karplus 1982; Levitt 1983; Karplus and Petsko 1990; Kollman 1993; Karplus and Ichiye 1996). In general, protein flexibility appears to be useful in aiding the access of substrates to and the egress of products from the active site (Johnson et al. 1979). Flexibility has also been proposed to be coupled to the chemical steps of an enzyme reaction by directing the substrates to the transition state conformation (Johnson et al. 1979; Bone et al. 1989a). However, unlike such recognition of the importance of flexibility in the catalytic reaction, it has remained unclear whether or not protein dynamics are directly involved in specificity.

Previous experimental and theoretical studies of α-lytic protease (αLP) shed more light on the importance of dynamic motion in enzyme specificity. αLP, an extracellular serine protease from Lysobacter enzymogenes, has long served as an excellent model system for studies of enzymatic mechanisms (Hunkapiller et al. 1976) and for studies of the structural basis of substrate specificity (Bone et al. 1987, 1989a,b, 1991). Whereas the wild-type αLP shows a strong preference for the small hydrophobic residue, Ala, at the P1 site, mutation of the binding pocket residue Met190 to Ala (M190A) dramatically broadens specificity while maintaining or increasing catalytic activity (Fig. 1). The large changes in kcat/Km due to the mutation mainly result from alterations in Km and not changes in kcat (Bone et al. 1989a). It was clear from structural data that the mutant binding pocket was able to accommodate the broad range of substrates through an induced-fit mechanism. Although it appeared that the mutant was better able to adapt conformation than the wild-type αLP, the lack of change in crystallographic B factors did not suggest an increase in overall binding pocket flexibility (Bone et al. 1989a). From several lines of evidence, we proposed the following hypothesis for the significantly altered specificity in the mutant based on the patterns of concerted motion of the binding pocket walls. The walls around the wild-type S1 pocket (Met 190-Gly191-Arg192-Gly193 and Ser214-Gly215-Gly216) move in tandem (symmetric motion) such that the narrow size of the binding pocket is conserved, leading to the preference for residues with a small side chain, such as Ala. In contrast, the mutant M190A has a much broader specificity because the motion of the walls has become uncoupled (antisymmetric movement), allowing the S1 pocket to sample smaller and larger sizes. This hypothesis is supported by NMR studies showing slow exchange for binding pocket residues (Davis and Agard 1998), multiple conformation analysis of cryocrystallographic data indicating that the binding pocket walls can be trapped in multiple, closely-related conformations (Rader and Agard 1997) (Fig. 2), and normal mode analysis (NMA) (Miller and Agard 1999). In the latter study, the internal molecular vibrations of αLP in the wild-type and mutant forms were calculated in the presence and absence of ligand. Motions of the walls of the binding pocket were explored by taking the dot product of the eigenvectors with a vector set defining relative motion of the walls of the pocket, and summing the power over the modes. These calculations indicated the dominant presence...
of symmetric movements in the wild-type S1 pocket and the much greater tendency towards antisymmetric movements in the mutant pocket. Although the results of NMA on αLP support the hypothesis of dynamic control of the substrate specificity, there are some potential concerns about the analysis. First, in the NMA model, the movements of all atoms are described as simple harmonic motions. It is known that, in some cases, this assumption can introduce significant error (Teeter and Case 1990; Ichiye and Karplus 1991; Hayward et al. 1994, 1995). Secondly, the effect of solvent on motional dynamics is not explicitly included in the in vacuo NMA calculations.

To test the results previously obtained by NMA, here we performed principal component analysis (PCA) (Levy et al. 1984; Teeter and Case 1990; Kitao and Go 1999) of αLP molecular dynamics (MD) trajectories using an explicit solvent model (Fig. 3A). Although PCA provides a useful tool to study protein dynamics and functions, its application has been limited to small molecular systems due to the associated computational cost of molecular dynamics simulations and diagonalization of a large covariance matrix. We therefore tried to develop a novel PCA method which requires only a local MD trajectory of a large biological system. The local simulation is carried out only within a focused volume using a solvent boundary condition. To our knowledge, PCA using a localized MD trajectory with a solvent boundary condition has not been reported, and it is thus necessary to verify the accuracy and validity of the method. Therefore, we compared the modes derived from a local MD trajectory with a local solvent boundary condition (LBC) and a global MD trajectory with a global solvent boundary condition (GBC) of α-lytic protease. By using the $P_j$ test (Kitao and Go 1991), we found that the low-frequency modes from the two distinct trajectories showed good accordance, suggesting that the PCA using a local trajectory is accurate enough for our current study. Errors are mainly observed around the high-frequency modes, as expected by theoretical analysis (see Appendix). Since most protein functions such as ligand binding and induced fit are associated with low-frequency motions, the errors in high-frequency modes do not present a serious drawback for most protein studies. After the validation of the PCA using a local trajectory, molecular dynamics simulations with an LBC centered at the binding pocket were carried out for 1 nanosecond (nsec) for both the wild-type and mutant enzymes. From the localized trajectories, we could efficiently derive the low-frequency modes of the two walls of the binding pocket for both proteins. To compare the current PCA results with previous in vacuo NMA results (Miller and Agard 1999), we summarized cumulative dot products of the two walls for first 100 lowest modes in exactly the same fashion as that used by Miller and Agard. According to the dot product analysis, in the

![Fig. 3.](A) S1 binding pocket of α-lytic protease within a local solvent boundary condition (LBC). Outside of the sphere is a reservoir zone where all of the atoms are fixed during the simulation. The first and second outer shells are an outer buffer zone and an inner buffer zone, respectively. In the outer buffer zone, all protein atoms are restrained to the X-ray positions. In the inner buffer zone, only backbone protein atoms are restrained to the X-ray positions. In those buffer zones, Lannevein dynamics are used to reduce the artificial effect of the boundary condition. Inside the inner sphere is a reaction zone where all atoms and solvents move freely without any restraint function and standard molecular dynamics simulations are carried out. (B) α-lytic protease within a global solvent boundary condition (GBC). The center of mass of αLP is located at the center of a water droplet with a radius of 35 Å. No restraint functions are imposed on any atoms of αLP, and the center of mass motion was turned off during the 1 nsec simulation.)
Comparison of modes derived from these methods is sensitive to appropriate superimposition of the relevant structures. Here we describe that these structures are very close and comparable, which means that in the $P_j$ test, the inner products between the normal mode vectors derived from the two different simulations will not be much affected qualitatively by the differences between the two averaged structures. As illustrated in Figure 4, the best fit between the LBC averaged structure (shown in blue) and the GBC averaged structure (red) over the 1 nsec simulations was calculated using the backbone atoms in the reaction zone. The root mean squared deviations (RMSDs) obtained by fitting the original X-ray structure (Fig. 4, white; Fujinaga et al. 1985) over all main chain heavy atoms are 0.39 Å for the LBC structure and 0.83 Å for the GBC structure. Because with the GBC method no restraint functions are imposed on any atoms of αLP, the GBC structure deviates slightly from the original X-ray structure, especially around solvent accessible loops. With the LBC method, in contrast, the atoms outside the spherical boundary are rigid and the atoms in the inner shells are restrained, thus keeping the entire αLP very close to the original X-ray structure even after 1 nsec simulation. Moreover, as seen in Figure 4, A and B, the structural deviations around the binding pocket and the two walls are quite small. Therefore we can proceed with a more detailed analysis, the $P_j$ test, in order to check the validity of the LBC PCA by comparing it to PCA using the GBC method.

Because of the differences in the number of atoms and the use of independent simulations in the two calculations, the calculated modes are not expected to be directly comparable. Instead, we calculate the “projection values” of one mode set onto another mode set, as given by Kitao, Hayward, and Go (Kitao and Go 1991; Kitao et al. 1994; see Materials and Methods for the detailed $P_j$ test procedure). In general, the $P_j$ test is often used for comparison of NMA results using different force fields. Here we used the $P_j$ test in order to check whether the two different methods can provide qualitatively similar results (see Materials and Methods and Appendix). In Figure 5, the Projection values, $P_j$, are plotted against the mode frequency from the GBC analysis. This $P_j$ plot shows the degree of similarity to which each GBC mode can be expressed in terms of the LBC modes. When $P_j$ is 1, it means that each GBC mode is completely expressed by a linear combination of all LBC modes. When $P_j$ is small (< 0.3), each GBC mode cannot be expressed accurately enough by the LBC modes. In general, the $P_j$ values are very high around the low-frequency region. For the ten lowest frequency modes, the averaged $P_j$ value was 0.83 after 1 nsec. However, one cannot expect extremely high $P_j$ values (~ 1.0) due to the aforementioned small deviations between the LBC and GBC structures (Fig. 4A). In the high-frequency region (> 200 cm$^{-1}$), $P_j$ values decrease to around 0.4. The higher the frequency, the more error is expected due to the effect of the restrained atoms in
the LBC methods, according to theoretical analyses using a static reduction method (Ookuma and Nagamatsu 1984) (see Appendix). Also, a convergence problem of the covariance-variance matrix using a 1 nsec simulation trajectory appears to be another source of the error in the high-frequency modes (Balsera et al. 1996). In another study, it was shown that a few collective coordinates are sufficient to describe functionally important movements of proteins. For example, a large hinge-bending motion of T4 lysozyme shown by crystallographic studies can be well described using only the lowest frequency modes derived from MD simulations (de Groot et al. 1998). Since $P_j$ values of the LBC method are very high qualitatively for the low-frequency modes, the LBC method should be very useful to calculate the low-frequency modes, providing information on correlated local motions within large macromolecules.

**Symmetric and antisymmetric movements of the walls at the S1 pocket**

To retest the previous NMA results and the role of dynamic motions in specificity, we performed the same dot product analysis (Miller and Agard 1999) to quantify symmetric and antisymmetric motions of the S1 pocket walls, but using the modes calculated by the PCA method. Figure 6, A and C, shows the cumulative dot products over the 100 lowest frequency modes for the wild-type and the M190A mutant, respectively. In the wild-type case, the symmetric movement is clearly dominant relative to the antisymmetric movement in the region of the S1 pocket. In the mutant, the antisymmetric movement shows much larger amplitude compared to the wild-type value and is more dominant relative to the symmetric movement.
The PCA dot product results (Fig. 6A,C) provided the same trend as that seen in in vacuo NMA (Fig. 6B,D). However, an increase in amplitude of the dot product analysis was observed. It is difficult to directly compare the PCA results with the NMA results since the first 100 modes of PCA do not correspond to those of NMA. However, the increase in amplitude of the dot product of PCA appears to be due to the explicit treatment of the solvent. In the MD simulation in the explicit solution phase, water molecules constantly enter and egress from the binding pocket, which leads to the larger deviation and more dynamic motions around the binding pocket. This may indicate that the solvent water molecules play important roles in dynamic movements of protein and enzyme specificity.

Fig. 6. Dot product calculations of two walls at the S1 binding pocket. The cumulative dot products are plotted for the 100 lowest frequency modes for comparison with the NMA results obtained by Miller and Agard (1999). (A) For the wild-type PCA (WT-PCA), oLP shows that symmetric movement is dominant in relation to antisymmetric movement as shown by NMA (B). (C) For the M190A mutant PCA, more antisymmetric movement is observed relative to the symmetric movement. The amplitudes are significantly increased compared with those of NMA (D) due to the solvent effect.

The PCA dot product results (Fig. 6A,C) provided the same trend as that seen in in vacuo NMA (Fig. 6B,D). However, an increase in amplitude of the dot product analysis was observed. It is difficult to directly compare the PCA results with the NMA results since the first 100 modes of PCA do not correspond to those of NMA. However, the increase in amplitude of the dot product of PCA appears to be due to the explicit treatment of the solvent. In the MD simulation in the explicit solution phase, water molecules constantly enter and egress from the binding pocket, which leads to the larger deviation and more dynamic motions around the binding pocket. This may indicate that the solvent water molecules play important roles in dynamic movements of protein and enzyme specificity.

Visual portrayal of the lowest (non-zero) frequency mode, representative of major motions, shows that it is consistent with the dot product analysis and our hypothesis. The top view and the side view of the lowest frequency mode of wild-type oLP are shown in Figure 7, A and B, respectively. This clearly indicates that the two walls move symmetrically so that the size of the pocket is well preserved. The main movements of the walls are the back-and-forth tandem movement of the wall (Met 190-Gly193) against the S1 pocket and the swing motion of Gly215-Gly216 keeping
Ser214 as the nodal point. This lowest mode shows significant similarity to the multiple conformer structures at cryogenic temperature (Fig. 2) (Rader and Agard 1997), which further indicates the accuracy and validity of our principal component analysis. Careful analysis of the angular orientation of maximal S1 pocket motions is also in good agreement with the previous NMA study (data not shown). In contrast, the two walls in the lowest frequency mode of M190A mutant show more antisymmetric movement relative to the wild type. The wall (Ala190-Gly193) vibrates up and down along the backbone strand between Ala190 and Gly 192 (Fig. 7C,D). The other wall (Gly214-Gly216) shows a gate-like movement from the open form and the closed form as an entrance for the S1 pocket, changing the size of the S1 pocket (Fig. 7B), which accounts for the broad specificity of the mutant M190A.

**Wall distance at the S1 binding pocket**

Direct observations of the distance between the two S1 pocket walls throughout the dynamics simulations also support our hypothesis. During the entire course of the 1 nsec MD simulations, the distances between the center of masses of the two walls for both the wild type and the mutant were calculated and are shown in Figure 8, A and B, respectively. For the wild type, the average wall distance was 7.90 Å and the standard deviation was 0.17 Å. The size of the S1 pocket is preserved with very small fluctuations between ∼7.5 Å and ∼8.5 Å. In the case of the M190A mutant, the wall distance shows much larger fluctuations, between ∼6.5 Å and ∼9.0 Å with larger deviations (0.46 Å). However, the average distance of the mutant (7.8 Å) remained almost identical to that of the wild type (7.9 Å). This suggests that the specificity mechanism of αLP is influenced by “dynamic motion” around the S1 binding pocket in addition to the static structural characteristics.

**Discussion**

Principal component analysis of αLP indicates that the dynamic motion of the two walls at the S1 binding pocket is
significantly altered when Met190 is mutated to Ala. In the wild type, the two walls move more symmetrically, preserving the size of the binding pocket. In contrast, in the mutant, more antisymmetric movement is observed so that the size of the binding pocket shows more expansion and contraction. However, the average sizes of the binding pocket over the 1 nsec simulations are very similar in both the wild-type and the mutant cases, as X-ray crystallographic studies previously suggested (Bone et al. 1989a,b, 1991). The results obtained by PCA methods appear to be consistent with the observed specificity profiles of the wild type and the mutant (Bone et al. 1989a) and also strongly support our hypothesis regarding the specificity mechanism (Rader and Agard 1997; Miller and Agard 1999). According to the PCA and the MD simulations, the two walls at the S1 pocket of the wild type move in unison, such that the interior dimensions of the pocket remain fixed, and therefore the wild-type specificity for small residues such as Ala is maintained. In contrast, the two walls of the mutant M190A enzyme show a greater degree of antisymmetric motion and a larger fluctuation in the size of the S1 pocket, allowing the various-sized P1 residues to access the active site and undergo catalysis. Thus, in addition to the static structure, dynamic motions around the binding pocket appear to play a significant role in determining the specificity profile for the enzyme.

We have applied a new method to study enzyme specificity, principal component analysis using molecular dynamics with a local solvent boundary condition. The combined method enables us to accurately elucidate the detailed motions of a critical region within a protein, with dramatically reduced computational costs. As anticipated from theory, the primary errors are in the high-frequency range owing to restraint effects. In general, this is not a problem, as the low-frequency collective motions of groups of atoms are most likely to be of functional significance. Such coupled motions are well described by the low-frequency modes. Thus, this combination of principal component analysis with a local solvent boundary condition provides a very promising method for studying functionally important local dynamic motions within large macromolecules.

Materials and methods

Solvent boundary condition and molecular dynamics (MD) simulation

All molecular dynamics (MD) simulations were carried out using X-PLOR (Brünger 1992) and run on a Silicon Graphics R10,000 workstation. The coordinates of the wild type and the M190A mutant of αLP were taken from 2ALP (Fujinaga et al. 1985) and 1GBJ (Mace and Agard 1995) in the Protein Data Bank (PDB). The OPLS force field (Jorgensen and Tirado-Rives 1998) with polar hydrogens was used for the proteins, and the TIP3P model (Jorgensen et al. 1983) was used for the solvent. The dielectric constant was set to 1.0, and the cut-off radius of nonbonded interactions was 12.0 Å. Two distinct simulation studies using spherical boundary methods (Brooks and Karplus 1983; Brünger et al. 1983, 1985) with two different radii, local boundary condition (LBC) and global boundary condition (GBC), were performed for both wild-type αLP and M190A.

The local solvent boundary condition (LBC) method in our system consists of four zones (Fig. 3A). First, inside the inner 15 Å radius “reaction” zone, standard molecular dynamics simulations were carried out. No restraints are imposed on any atoms in this region. Second, in the shell of a radius of 15–20 Å (inner buffer zone), the backbone atoms were weakly restrained to the X-ray structures by a harmonic energy term (10 kcal/Å²). Third, in the outermost shell of 20–25 Å radius (outer buffer zone), all protein atoms were restrained to the initial X-ray structures (50 kcal/Å²). Langevin dynamics were used for atoms in the buffer zone. The atoms outside this shell (reservoir zone) were fixed during the course of the simulation. All 1185 water molecules in the LBC method are free to move for all simulations.

The global spherical boundary condition (GBC) method in our system consists of four zones (Fig. 3A). First, inside the inner 15 Å radius “reaction” zone, standard molecular dynamics simulations were carried out. No restraints are imposed on any atoms in this region. Second, in the shell of a radius of 15–20 Å (inner buffer zone), the backbone atoms were weakly restrained to the X-ray structures by a harmonic energy term (10 kcal/Å²). Third, in the outermost shell of 20–25 Å radius (outer buffer zone), all protein atoms were restrained to the initial X-ray structures (50 kcal/Å²). Langevin dynamics were used for atoms in the buffer zone. The atoms outside this shell (reservoir zone) were fixed during the course of the simulation. All 1185 water molecules in the LBC method are free to move for all simulations.

The global spherical boundary condition (GBC) simulation was performed only for the wild-type αLP for the purpose of comparing the LBC results with those of the GBC method. In the global method, the entire αLP was immersed in a large spherical solvent droplet (radius 35 Å centered at the center of mass of αLP (Fig.
3B)). Because the entire protein migrates slightly during the simulation with the center of mass motion enabled, making it very difficult to directly compare modes obtained by the LBC and the GBC methods, the center of mass motion of α-lytic protease was turned off. In the GBC method, the total number of water molecules is 4202. No restraint functions were imposed on αLP.

The Verlet algorithm (Verlet 1967) was used to integrate the equation of motions. Temperature coupling (Berendsen et al. 1984) was used to keep the temperature at 300K with a coupling constant of 10 ps⁻¹. With the SHAKE algorithm (Ryckaert et al. 1977), the geometry of each water molecule was kept rigid and bond lengths within the proteins were kept constant. The time step was 2 fs. In the equilibration, the entire system was first thermalized gradually from 10K to 300K for 100 ps with the protein being restrained to the X-ray structure (Fujinaga et al. 1985). After the initial solvent equilibration, protein restraints were removed and thermalized again from 10K to 300K for 100 ps. The equilibrated structures were used as the initial model for the rest of the simulations. The total simulation time for both the local and the global boundary methods was performed up to 1 nsec. The 20,000 coordinates were stored at every 50 fs for principal component analysis (PCA). The CPU times were 156 h for the LBC method and 884 h for the GBC method.

**Principal component analysis (PCA)**

To compare the current MD results with the previous NMA results (Miller and Agard 1999), we need to convert the time course results of the MD simulation to frequency course results. This becomes possible by using principal component analysis (PCA) (Levy et al. 1984; Teeter and Case 1990; Kitao and Go 1999).

Although there are two distinct ways to calculate modes and frequencies from MD trajectories, we used ‘quasi-harmonic analysis’ (Karplus and Kushick 1981; Levy et al. 1984; Teeter and Case 1990). In this method, the effective modes can be computed from the second moment matrix obtained from the MD trajectory. The CPU times were 156 h for the LBC method and 884 h for the GBC method.

where 

\[ F = k_b T \sigma^{-1} \]

where \( F \) is a matrix of second derivatives of the potential energy, \( k_b \) is the Boltzmann constant, \( T \) is the absolute temperature, and \( \sigma_{ij} \) is the variance-covariance matrix given by

\[ \sigma_{ij} = \langle (x_i - \langle x_i \rangle)(x_j - \langle x_j \rangle) \rangle \]

As shown in the above equation, the force matrix, \( F \), can be obtained by the inverse of the fluctuation matrix found in the MD simulations. As in the case of NMA, diagonalization of the force matrix \( F \) can yield the eigenvectors corresponding to the frequency of each mode. In the case of the LBC method, only atoms in the “reaction zone” are included in the PCA. Therefore, the number of atoms in the LBC method was 628 in both the wild type and the mutant. The matrix size was 1884 by 1884. In contrast, in the GBC method, only backbone atoms of the entire αLP are included for the PCA, to reduce the size of the matrix. The number of backbone atoms in αLP is 729, and therefore the matrix size was 2376 by 2376. To achieve a direct comparison between the LBC and GBC methods, PCA was performed using backbone atoms in the “reaction zone” of the LBC method. The number of backbone atoms in the reaction zone in the LBC method was 279, and the matrix was 837 by 837. Because the systems in our studies are restrained to a specific space given by the X-ray coordinates and the center of mass motion was turned off, the PCA frequency spectrum consists of 3N nonzero frequencies rather than 3N-6 (Hodel et al. 1995).

**Projection (Pj) test for comparing results from the two methods**

To compare the similarity of the two normal mode vector sets, \( u_i \) from MD with the LBC, and \( w_i \) from MD with the GBC method, we adopted the projection test (Pj-test) (Kitao et al. 1991, 1994; Hayward et al. 1994). Each averaged conformation from the two methods is brought into its best fit position using the backbone atoms in the ‘reaction zone’ of the LBC method. Then, all of the vector sets \( u_i \) and \( w_i \) are reoriented and mapped onto the best fit positions. To quantify the similarity between the two vector sets obtained by two distinct methods, their inner product is calculated as shown below.

\[ C_{ij} = w_i \cdot u_j \]

where \( P_j \) is the sum over the projections of the \( w_i \) vectors onto a single \( u_j \) vector. This \( P_j \) value indicates to what extent the vector \( u_j \) given by the LBC method lies within the space span by \( w_i \) given by the GBC method, any \( w_i \) should be expressed as a linear combination of the \( u_j \) vector sets. Therefore, the projection value,

\[ P_j = \sum_{i=1}^{N\text{local}} C_{ij}^2 \]

where \( P_j \) is the sum over the projections of the \( w_i \) vectors onto a single \( u_j \) vector. This \( P_j \) value indicates to what extent the vector \( u_j \) given by the GBC method is represented in the \( w_i \) vector space given by the LBC method. The closer the \( P_j \) value is to 1, the more completely the vectors obtained by the LBC methods can express the vectors obtained by the GBC methods.

**Dot product analysis**

In order to compare the PCA results and the NMA results (Miller and Agard 1999), we performed the dot product analysis described by Miller and Agard. Briefly, to determine the extent of symmetric and antisymmetric movement of the two walls at the binding pocket of αLP, we selected a group of 25 “specificity atoms” around the two walls of the S1 pocket (the Met190-Cly193 strand and the Ser214-Gly216 strand). Each of the 25 specificity atoms was then assigned a vector with a direction defined by a third line that intersects and is perpendicular to the two parallel walls. The length of all vectors was chosen to be 1.0 Å. In the symmetric case, the direction vectors of one wall are in the same direction of those of the other wall. In the antisymmetric case, the direction vectors of one wall head in the direction opposite to that of the other wall.

The dot product is then calculated between those 25 difference vectors and 25 eigenvectors of each mode obtained by PCA. For
each mode, the sum of the 25 dot products was squared. The cumulative dot products are shown in Figure 6, A and C.
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**Appendix**

**Theory**

When macromolecules are very large or the local movement of a part of a protein is of interest, standard normal mode analysis (NMA) or principal component analysis (PCA) of the whole molecule would be time-consuming and computationally very intensive. Theoretically, it is possible to reduce the computational time and the matrix of second derivatives of energy, \( F \), by MD with a localized solvent boundary condition. The original concept of the matrix reduction was developed as the static reduction method and later applied to mechanical engineering (Ookuma and Nagamatsu 1984).

First, we apply the theory of static reduction to our use of a solvent boundary condition. The dynamic movement of a macromolecule with \( N \) atoms is approximated as harmonic motions in terms of displacement vectors \( \{ x \} \) as shown in the following equation:

\[
[M][\{\ddot{x}\}] + [F][\{x\}] = \{0\} \tag{5}
\]

where \([M]\) is the mass matrix of the macromolecule, and \([F]\) is the force matrix whose elements are given by the second derivatives of the potential energy of the macromolecule. In MD simulation with solvent boundary conditions, the system is usually divided into three regions: reaction region, buffer region, and reservoir region. In the reaction region, where the region of interest is located, standard MD simulation is carried out. In the buffer region, the atoms are positioned restrained because they are assumed to remain very close to the X-ray structure and prevent the MD trajectory from deviating too far from the X-ray structure. The atoms in the reservoir region are then treated as rigid since the interaction between reaction atoms and reservoir atoms is very weak. Since the displacements of rigid atoms and their second derivatives of the displacement vectors with respect to time are zero, the descriptions are eliminated from equation (5). Accordingly, the equation of motion of the system with no external forces can be partitioned in the following form:

\[
\begin{pmatrix}
[M_{rr}] & [M_{rb}] \\
[M_{br}] & [M_{bb}]
\end{pmatrix}
\begin{pmatrix}
[\ddot{x}_r] \\
[\ddot{x}_b]
\end{pmatrix}
+
\begin{pmatrix}
[F_{rr}] & [F_{rb}] \\
[F_{br}] & [F_{bb}]
\end{pmatrix}
\begin{pmatrix}
\{x_r\} \\
\{x_b\}
\end{pmatrix}
= \begin{pmatrix}
\{0\} \\
\{0\}
\end{pmatrix}
\] \tag{6}

where \( M_{\alpha\beta} \) and \( F_{\alpha\beta} \) (\( \alpha, \beta = r, b \)) are submatrices of the mass \([M]\) and the force \([K]\) matrices of the protein. The subscripts \( r \) and \( b \) indicate the reaction region and the buffer region, respectively.

According to the static reduction theory, only the masses in the system without restraint functions are to be retained in the analysis. Here, we want to describe only the movement of atoms in the reaction region, therefore set \( M_{rb} = M_{br} = M_{bb} = 0 \). Then equation (6) can be simplified as follows.

\[
[M_{rr}][\ddot{x}_r] + ([F_{rr}] - [F_{rb}][F_{bb}]^{-1}[F_{br}])[x_r] = \{0\} \tag{7}
\]

This shows that the equation of harmonic motion of the whole system with boundary conditions can be expressed in terms of the degree of freedom of the atoms in the reaction region. It is more visible when Eq. (7) is converted to Eq. 8.

\[
[M][\{\ddot{x}_r\}] + [F][\{x_r\}] = \{0\} \tag{8}
\]

where \([M] = [M_{rr}], [F] = [[F_{rr}] - [F_{rb}][F_{bb}]^{-1}[F_{br}]]\).

The important property of the above equation is that normal mode analysis of the reaction region using MD simulation with local boundary conditions, whose degrees of freedom are reduced, is a reasonable approximation to that describing the whole system if \([F]\) can be estimated accurately. In principle, \([F]\) can be obtained by directly calculating the second derivatives of energy including the restraining functions. However, since explicit solvents are included in our study, it is quite difficult to estimate \([F]\) accurately. To circumvent this problem, we used the inverse relationship between the force matrix \( F \) and the variance-covariance matrix, \( \sigma \),

\[
F_{ij} = \frac{\partial^2 E}{\partial x_i \partial x_j} = k_B T \sigma_{ij}^{-1} \tag{9}
\]

where \( E' \) is the approximate potential energy function whose matrix elements can be derived from a molecular dynamics trajectory, \( k_B \) is the Boltzmann constant, and \( T \) is the absolute temperature (Karplus and Kushick 1981). \( F_{ij} \) is an element of the second derivative matrix of the system, and \( \sigma_{ij} \) is an element of the second moment matrix, which is defined as:
\[ \sigma_{ij} = \left( \langle x_i - \langle x_i \rangle \rangle (x_j - \langle x_j \rangle) \right) \]  

(10)

Where \( \langle \cdot \rangle \) is the ensemble average over the sampled structures during the period of simulation, and \( x_i \) is the mass-weighted atomic coordinates.

To obtain the modes and the corresponding frequencies, there are two distinct paths. One is the diagonalization of the mass-weighted Hessian matrix \( H \), whose diagonal elements are the squared angular frequencies as shown below:

\[ H = M^{-1/2}FM^{-1/2} \]

(11)

\[ Q^{-1}HQ = \text{diag}\{\omega_1^2, \omega_2^2, \ldots, \omega_{3N}^2\} \]

(12)

where \( Q \) is the transformation matrix whose columns consist of eigenvectors (normal modes). The other way is to directly diagonalize the second moment matrix, \( \sigma \). By a process similar to that shown above, \( \sigma \) can be transformed to the diagonalized matrix, yielding a set of eigenvalues and eigenvectors. The eigenvalue represents the mean square fluctuation along the axis of collective coordinates in the conformational space given by the eigenvector:

\[ T^{-1} \sigma T = \text{diag}\{\Delta \omega_1^2, \Delta \omega_2^2, \ldots, \Delta \omega_{3N}^2\} \]

(13)

where \( T \) is a transform matrix to diagonalize the second moment matrix, \( \sigma \).

The two methods described above are connected through the classical relationship:

\[ \omega_i = \sqrt{\frac{k_BT}{\langle \Delta \omega_i^2 \rangle}} \]

(14)

where \( \omega_i \) and \( \Delta \omega_i \) are the ith normal mode angular frequency and corresponding variable, respectively.

Here, it is worthwhile to consider the errors of the PCA method using MD under the solvent boundary condition. First consider the second moment matrix, including both the reaction region and the buffer region. In the system, \( \sigma_{ij} \) can be expressed as:

\[ \sigma_{ij} = \langle (x_i - \langle x_i \rangle) (x_j - \langle x_j \rangle) \rangle \quad i,j \in \text{reaction or buffer} \]

(15)

Then, diagonalize the matrix, yielding

\[ T^{-1} \sigma T = \text{diag}\{\Delta \omega_1^2, \Delta \omega_2^2, \ldots, \Delta \omega_{3N}^2\} \]

when \( k \) is reaction, \( < \Delta \omega_i^2 > = \text{mean square deviation of no restrained atoms when } k \text{ is reaction} \), \( < \Delta \omega_j^2 > = \text{mean square deviation of restrained atoms} \)

(16)

Although previously we assumed \( m_i = m_j = 0 \) when \( i \) and \( j \) are restrained atoms in the buffer region, in reality \( m_i \) and \( m_j \) are not zero. Therefore, the element of second moments \( \sigma \) of atoms in the buffer region cannot be ignored, though they are very small. The eigenvalues of \( \sigma \), mean squared deviations, are nearly zero for the atoms. Since there is an inverse relationship, Eq. 14, between the angular frequencies and their mean squared deviation, the frequencies of restrained atoms will be shown as high-frequency modes, compared to those of unrestrained atoms in the reaction zone.

\[ \omega_r < < \omega_b \]

(17)

where \( \omega_r \) is the frequency of reaction atoms, and \( \omega_b \) is the frequency of buffer atoms. The frequency of the buffer atoms is dependent on the strength of restraining function and the detailed procedure of a simulation.

In the static reduction model, we completely eliminate the degrees of freedom of the restrained atoms. Therefore, the error due to the restrained atoms in the solvent boundary condition should be seen mainly on the high-frequency modes but not on the low-frequency modes. However, it is very difficult in practice to estimate the error caused by the restraints in using the \( P_1 \) test since there are other possible sources of the errors. First, the convergence of variance-covariance matrix is sensitive to the simulation length and the number of ensemble structures (Balsera et al. 1996). Second, the average structures using two different MD methods showed deviations with respect to each other (Fig. 4), which makes it difficult to perform the \( P_1 \) test for the precise comparison of two methods. Therefore, we used the \( P_1 \) test for a qualitative comparison rather than a quantitative comparison of the two distinct PCA methods, using a global solvent boundary condition and a local solvent boundary condition.
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