Subdiffraction Multicolor Imaging of the Nuclear Periphery with 3D Structured Illumination Microscopy
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Fluorescence light microscopy allows multicolor visualization of cellular components with high specificity, but its utility has until recently been constrained by the intrinsic limit of spatial resolution. We applied three-dimensional structured illumination microscopy (3D-SIM) to circumvent this limit and to study the mammalian nucleus. By simultaneously imaging chromatin, nuclear lamina, and the nuclear pore complex (NPC), we observed several features that escape detection by conventional microscopy. We could resolve single NPCs that colocalized with channels in the lamin network and peripheral heterochromatin. We could differentially localize distinct NPC components and detect double-layered invaginations of the nuclear envelope in prophase as previously seen only by electron microscopy. Multicolor 3D-SIM opens new and facile possibilities to analyze subcellular structures beyond the diffraction limit of the emitted light.

Light microscopy is a key technology in modern cell biology and, in combination with immunofluorescence, fluorescent protein fusions, or in situ hybridization, allows the specific localization of nearly all cellular components. A fundamental limitation of optical microscopy is its low resolution relative to the scale of subcellular structures. This limitation occurs because light traveling through a lens cannot be focused to a point but only to an Airy disk (I) with a diameter of about half the wavelength of the emitted light (2, 3). Because the wavelengths of visible light range from 400 to 700 nm, objects closer than 200 to 350 nm apart cannot be resolved but appear merged into one.

Improving resolution beyond the 200-nm diffraction limit while retaining the advantages of light microscopy and the specificity of molecular imaging has been a long-standing goal. Here, we present results demonstrating that this goal can be achieved with the use of a microscope system that implements three-dimensional structured illumination microscopy (3D-SIM) (4) in an easy-to-use system that makes no extra demands on experimental procedures. Structured illumination microscopy (SIM) resolves objects beyond the diffraction limit by illuminating with multiple interfering beams of light (5). The emitted light then contains higher-resolution image information, encoded by a shift in reciprocal (Fourier, or frequency) space into observable modulations of the image, in a manner similar to the formation of Moiré patterns (fig. S1). This extra information can be decoded to reconstruct fine details, resulting in an image with twice the resolution of a conventional image taken on the same microscope (Fig. 1 and fig. S2). The 3D-SIM method extends previous 2D SIM methods by using three beams of interfering light, which generate a pattern along the axial (z) direction as well as the lateral (x and y) directions. We implemented 3D-SIM in a custom-built microscope designed for modern cell biology and, in combination with immunofluorescence, fluorescent protein fusions, or in situ hybridization, allows the specific localization of nearly all cellular components. A fundamental limitation of optical microscopy is its low resolution relative to the scale of subcellular structures. This limitation occurs because light traveling through a lens cannot be focused to a point but only to an Airy disk (I) with a diameter of about half the wavelength of the emitted light (2, 3). Because the wavelengths of visible light range from 400 to 700 nm, objects closer than 200 to 350 nm apart cannot be resolved but appear merged into one.

Improving resolution beyond the 200-nm diffraction limit while retaining the advantages of light microscopy and the specificity of molecular imaging has been a long-standing goal. Here, we present results demonstrating that this goal can be achieved with the use of a microscope system that implements three-dimensional structured illumination microscopy (3D-SIM) (4) in an easy-to-use system that makes no extra demands on experimental procedures. Structured illumination microscopy (SIM) resolves objects beyond the diffraction limit by illuminating with multiple interfering beams of light (5). The emitted light then contains higher-resolution image information, encoded by a shift in reciprocal (Fourier, or frequency) space into observable modulations of the image, in a manner similar to the formation of Moiré patterns (fig. S1). This extra information can be decoded to reconstruct fine details, resulting in an image with twice the resolution of a conventional image taken on the same microscope (Fig. 1 and fig. S2). The 3D-SIM method extends previous 2D SIM methods by using three beams of interfering light, which generate a pattern along the axial (z) direction as well as the lateral (x and y) directions. We implemented 3D-SIM in a custom-built microscope designed for

Fig. 1. Subdiffraction resolution imaging with 3D-SIM. (A and B) Cross section through a DAPI-stained C2C12 cell nucleus acquired with conventional wide-field illumination (A) and with structured illumination (B), showing the stripped interference pattern (inset). The renderings to the right illustrate the respective support of detection in frequency space. The axes kₓ, kᵧ, and kz indicate spatial frequencies along the x, y, and z directions. The surfaces of the renderings represent the corresponding resolution limit. The depression of the frequency support (“missing cone”) in z direction in (A) indicates the restriction in axial resolution of conventional wide-field microscopy. With 3D-SIM, the axial support is extended but remains within the resolution limit. (C) Five phases of the sine wave pattern are recorded at each z position, allowing the shifted components to be separated and returned to their proper location in frequency space. Three image stacks are recorded with the diffraction grating sequentially rotated into three positions 60° apart, resulting in nearly rotationally symmetric support over a larger region of frequency space. (D) The same cross section of the reconstructed 3D-SIM image shows enhanced image details compared with the original image (insets). The increase in resolution is shown in frequency space on the right, with the coverage extending two times farther from the origin. Scale bars indicate 5 µm.
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ease of use so that slides prepared for conventional microscopes can be imaged without any further treatment, and operation of the microscope is similar to any modern commercial system. Although several subdiffraction-resolution optical microscopy methods have been developed in the past decade (6–8) and have been used to address specific biological questions (9, 10), they still present limitations, such as the restriction of the resolution enhancement to either the lateral or the axial direction or to the near or evanescent field, limited multicolor and 3D sectioning abilities, and the requirement of unusual dyes. 3D-SIM is currently the only subdiffraction-resolution imaging technique that allows detection of three (and potentially more) wavelengths in the same sample, using standard fluorescent dyes, with 3D optical sectioning and enhancement of resolution in both lateral (x and y) and axial (z) directions.

We used 3D-SIM to probe higher-order chromatin structure and the relative localization of nuclear pores, the nuclear lamina, and chromatin at the nuclear periphery in mammalian tissue culture cells (11). The vertebrate nuclear pore complex (NPC) is a ~120 MD protein complex (12) that mediates communication and selective exchange between the nucleoplasm and cytoplasm. The relation between chromatin, the NPC, and other components of the nuclear envelope, such as the nuclear lamina, has been extensively studied (13, 14). Electron microscopy (EM) has been instrumental in determining the fine structure of the NPC (12, 15–17), but it cannot provide a global 3D view of the entire nucleus with specific labeling of the molecular components. 3D-SIM can bridge this technology gap and shed light on the nuclear periphery.

We first tested the ability of 3D-SIM to resolve the fine structure of interphase chromatin in three-dimensionally preserved formaldehyde-fixed mouse C2C12 myoblast cells stained with 4',6-diamidino-2-phenylindole (DAPI). For comparison we recorded a reference image stack with conventional wide-field epifluorescence microscopy and applied constrained iterative deconvolution (18) to reduce out-of-focus blur (Fig. 2). In the 3D-SIM image, chromatin shows a more evident fibrous substructure, and a brighter rim of heterochromatin staining is visible near the nuclear envelope as observed by EM. These chromatin-dense regions are surrounded by chromatin-poor regions, consistent with the interchromatin compartment observed by combined fluorescence and electron microscopic studies (19).

Unexpectedly, in 3D-SIM images of the nuclear periphery, we observed thousands of well-defined holes in DAPI staining, which could not be observed in the corresponding wide-field epifluorescence images (Fig. 2B). The size, number, and position of these holes suggested that they represented the exclusion of DNA from NPCs. To test this hypothesis and the potential of 3D-SIM for simultaneous multicolor 3D imaging of various nuclear structures, we co-immunostained these cells with NPC-specific antibodies and antibodies against lamin B. For comparison we recorded 3D image stacks of cells from the same sample with state-of-the-art confocal laser scanning microscopy (CLSM) and applied deconvolution (Fig. 3, A and B). The intermediate filament protein lamin B is a major component of the nuclear lamina that lines and stabilizes the nuclear envelope (20). The NPC antibodies used here (referred to as αNPC) are directed against the FG-repeat domain common to several nuclear pore proteins and mainly detect Nup62, Nup214, and Nup358, which are located in the center and at the cytoplasmic side of the NPC (21) with a minor signal from Nup153. In lateral cross sections of 3D-SIM image stacks, we consistently observed the peripheral heterochromatin rim outlined by a fine heterogeneous layer of the nuclear lamina and nuclear pore signals further above the lamina. This clear triple-layered organization was not resolvable with CLSM (Fig. 3A). For comparison, we also used a monoclonal antibody specific for Nup153, which is located on the nucleoplasmic side of the NPC (21) and obtained a pore signal in the same plane as the lamin B signal, demonstrating the potential of 3D-SIM to resolve subtle differences of epitope locations within the NPC (Fig. 3C). In apical cross sections, we found that NPC foci strictly localize within DAPI voids (Fig. 3B and movie S1). With very few exceptions, every DAPI void contained a focus of NPC staining and vice versa, suggesting that most if not all NPCs exclude chromatin from their immediate vicinity.

We calculated the density of NPC foci in 3D-SIM and confocal images (Fig. 3 and fig. S3) by using automatic detection with identical criteria.
The 3D-SIM image showed an average (±SD) of 5.6 ± 3.3 foci per μm², whereas only 2.8 ± 1.1 foci per μm² were detected in the confocal image. By comparison, 12 ± 1.8 NPCs per μm² have been observed in mouse liver nuclei by freeze-fracture EM (22). Although the numbers cannot be directly compared because of cell type and cell cycle–dependent variations (23), they still indicate that 3D-SIM detects and resolves most NPCs and outperforms CLSM.

Although the discrete chromatin voids at NPCs are not visible in confocal or standard wide-field images, the intensity of DAPI staining should still show fluctuations that anticorrelate with NPC foci. We also reasoned that, even though the lamina does not show a striking one-to-one exclusion from NPCs under any of our methods, it should still be anticorrelated with the NPCs. To pursue these questions, we examined the average environment of an NPC focus in our images (fig. S4). Sub-images were cropped from the data set centered on the peak intensities of NPC foci, which were automatically detected in 3D. Intensity profiles through the center of each sub-image show a drop in intensity in DAPI staining, centered on the NPC focus, in all confocal and 3D-SIM images. A similar drop in intensity of the lamin signal is seen only in the case of 3D-SIM. In composites of the sub-images, a central hole can be seen in the DAPI channel. This indicates that the expected intensity fluctuations are present in all cases. The width of the NPC signal was determined from intensity profiles by measuring the full width at half maximum. With CLSM this width was ~200 nm (192 ± 17 and 192 ± 11 nm before and after deconvolution, respectively), which essentially reflects the point spread function (PSF) of CLSM. In contrast, the measured width of NPC signal recorded with 3D-SIM was 120 ± 3 nm, which is in good agreement with EM measurements (15).

Many of the nuclei we imaged contained invaginations of the nuclear envelope that are especially prominent near the centrosome during prophase. These invaginations have been shown by EM studies to be tubular extensions of both nuclear envelopes (24), but because their width is generally smaller than the diffraction limit they appear as a single line by conventional microscopy. We investigated these nuclear invaginations in prophase nuclei by CLSM and 3D-SIM (Fig. 4) and could resolve the bilaminar structure of these invagination only with 3D-SIM (movie S2). This detailed substructure of nuclear
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**Fig. 3.** Simultaneous imaging of DNA, nuclear lamina, and NPC epitopes by 3D-SIM. C2C12 cells are immunostained with antibodies against lamin B (green) and antibodies that recognize different NPC epitopes (red). DNA is counterstained with DAPI (blue). (A) Central cross sections. (B) Projections of four apical sections (corresponding to a thickness of 0.5 μm). Boxed regions are shown below at 4× magnification; scale bars indicate 5 μm and 1 μm, respectively. (A) CLSM and deconvolution still show partially overlapping signals. In contrast, with 3D-SIM the spatial separation of NPC, lamina, and chromatin and chromatin-free channels underneath nuclear pores are clearly visible. (B) Top view on the nuclear envelope. Whereas CLSM fails to resolve close nuclear pores, 3D-SIM shows clearly separated NPC signals at voids of peripheral chromatin and surrounded by an irregular network of nuclear lamina. (C) Mid sections comparing stainings with an antibody that mainly reacts with Nup214, Nup358, and Nup62 (αNPC) and one specifically recognizing Nup153 (αNup153). The αNPC signal is above the lamina (140 ± 8 nm), whereas the αNup153 pore signal is at the same level as the lamina (~15 ± 20 nm). Scale bars 1 μm. (D) Schematic outline of the NPC, showing the relative position of Nup proteins and surrounding structures. ONM, outer nuclear membrane; INM, inner nuclear membrane.
invaginations has so far only been detected by transmission electron microscopy (TEM) (fig. S5). We also quantified the width of the lamin B signal in interphase nuclei in lateral and axial directions by fitting Gaussian curves to the measured intensities. Because the thickness of the lamina is in the range of 20 to 50 nm, the obtained values should reflect the resolution limit of either of the applied methods. With 3D-SIM we determined a width of threads in the lamin network with an upper limit of 98 ± 12 nm laterally and 299 ± 22 nm axially, whereas confocal images showed more than twofold higher values (243 ± 30 nm laterally and 736 ± 225 nm axially). Subsequent deconvolution of CLSM data/images did not improve the lateral (231 ± 28 nm) but did improve the axial (418 ± 26 nm) resolution, which is mostly due to an increased signal-to-noise ratio by removing out-of-focus blur and suppression of background.

Many cellular structures and macromolecular complexes, including the nuclear envelope and its pores, fall just below the diffraction limit of conventional light microscopy, preventing quantitative analysis. In doubling the resolution of conventional microscopy in three dimensions, 3D-SIM was able to resolve individual nuclear pores, detect and measure the exclusion of chromatin and the nuclear lamina from nuclear pores, and accurately image invaginations of the nuclear envelope caused by the formation of the mitotic spindle. We have demonstrated both an increase in quantitative precision of measurement and the detection of novel cytological features, by imaging to a resolution approaching 100 nm. Although this level of resolution is less than that afforded by other techniques such as stimulated emission depletion (STED), photoactivated localization (PALM), or stochastic optical reconstruction (STORM) microscopy (25–29), 3D-SIM is currently the only subdiffraction-resolution imaging technique that can produce multicolor 3D images of whole cells with enhancement of resolution in both lateral and axial directions. Notably, these results were obtained with standard cytological methods, without the need for unconventional fluorescent dyes or coverslips, and on a microscope platform designed to be no more difficult to use than a conventional commercial microscope. The possibility of using 3D-SIM with well-established standard labeling techniques and to simultaneously locate different molecules or structures in the 3D cellular context opens interesting new perspectives for molecular cell biology.

Fig. 4. Invaginations of the nuclear envelope in mitotic prophase. C2C12 cells are immunostained with antibodies against lamin B (green), and the DNA is counterstained with DAPI (magenta). (A) Maximum intensity projections, (B) lateral, and (C) orthogonal cross sections. Scale bars, 5 μm. Inset boxes are shown below at 4× magnification (scale bars, 1 μm). 3D-SIM reveals the globular substructure of condensed chromosomes and the fine-structured fibrillar network of the nuclear lamina (movie S2). (D) Lateral and axial line profiles of dashed lines in (B) and (C), respectively. Whereas the lateral peak widths are only slightly decreased in the lateral direction (1 versus 1'), the axial profiles show clearly decreased peak widths after deconvolution, indicating a substantial improvement of axial resolution (2 versus 2'). With 3D-SIM, the peak widths of the lamin B signal are about halved with respect to the deconvolved confocal image in lateral and axial directions, and double peaks are resolved where only single peaks are seen in the confocal profiles. Similarly, DAPI staining shows multiple small peaks, which again reflects the increase of image details in 3D-SIM.
Intersection of the RNA Interference and X-Inactivation Pathways
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In mammals, dosage compensation is achieved by X-chromosome inactivation (XCI) in the female. The noncoding Xist gene initiates silencing of the X chromosome, whereas its antisense partner Tsix blocks silencing. The complementarity of Xist and Tsix RNAs has long suggested a role for RNA interference (RNAi). Here, we report that murine Xist and Tsix form duplexes in vivo. During XCI, the duplexes are processed to small RNAs (sRNAs), most likely on the active X (Xa) in a Dicer-dependent manner. Deleting Dicer compromises sRNA production and derepresses Xist. Furthermore, without Dicer, Xist RNA cannot accumulate and histone 3 lysine 27 trimethylation is blocked on the inactive X (Xi). The defects are partially rescued by truncating Tsix. Thus, XCI and RNAi intersect, down-regulating Xist on Xa and spreading silencing on Xi.

X-chromosome inactivation (XCI) (1) balances X-chromosome dosages between XX and XY individuals. XCI is initiated by Xist (2, 3) and opposed by Tsix (4). How Xist induces XCI on inactive X (Xi) and how Tsix stably silences Xist on active X (Xa) remain two unanswered questions. A role for RNA interference (RNAi) has long been speculated. RNAi refers to the repressive influence of double-stranded RNA (dsRNA) on gene transcription and transcript stability (5, 6). Numerous similarities, including the involvement of noncoding RNAs, can be found between XCI and RNAi silencing of constitutive heterochromatin. However, a deficiency of Dicer (Der) has no obvious effect on maintaining Xi in T cells (7) and, although Xist and Tsix RNAs are perfectly complementary, dsRNAs had never been observed in vivo.

Here, we formally explore a role for RNAi in XCI. To search for small RNAs (sRNAs) within Xist/Tsix, we performed Northern analysis in mouse embryonic stem (ES) cells, a model that recapitulates XCI during cell differentiation ex vivo; and in mouse embryonic fibroblasts (MEFs), post-XCI cells that faithfully maintain one Xi. At repeat A, a region of Xist required for silencing (8), we observed sRNAs at ~30 nucleotides (nt) and ~37 nt in the Tsix orientation and at ~25 and ~35 nt in the Xist orientation (Fig. 1A). At Xist exon 7, sRNAs occurred between 24 and 42 nt on the Tsix strand and at ~25 and ~35 nt on the Xist strand (Fig. 1B). At the promoter, robust quantities of Tsix-strand sRNAs were observed (Fig. 1C). sRNAs were also seen on the Xist strand, implying that low-level sense transcription must occur at the promoter. The integrity of all Northern blots was confirmed by micro RNA 292-as (miRNA292-as) and tRNA controls (Fig. 1 and fig. S1). The sRNAs were developmentally regulated, being unmeasurable in the pre-XCI (day 0 (d0)) and post-XCI (MEF) states and detectable only during XCI (d4 and d10). Furthermore, sRNAs occurred in both XX and XY cells. For discussion purposes, we call them xiRNA for their X-inactivation center origin, distinct from the smaller intergenic RNA (siRNAs) and miRNAs.

To determine whether xiRNA production depends on antisense expression, we investigated ES cells in which Tsix was deleted (Tsix\^{∆9}) (4) and the Tsix regulator Xite (Xite\^{X}) (9). Deleting Tsix resulted in a dramatic reduction in antisense-strand xiRNA (Fig. 1D). A residual level of xiRNA was still detectable, consistent with cryptic promoter activity in Tsix\^{∆9} (4). Deleting Xite likewise reduced antisense xiRNA levels, consistent with a requirement for Xite in trans-activating Tsix (9). In the sense orientation, both deletions also compromised xiRNA production. Thus, sRNAs are indeed generated from Tsix\^{∆9} and depend on Tsix and Xite expression.

The presence of xiRNAs implied that Tsix and Xist must exist as long duplex precursors. However, the developmental timing of xiRNA appearance is paradoxical: Although Tsix and Xist are biallelically expressed on d0, they become monoallelically expressed on opposite Xs during XCI (4). On d0, three to five copies per chromosome of Xist RNA are present, whereas Tsix occurs at >10-fold molar excess (10–12). Upon XCI, Tsix is down-regulated on Xi as Xist up-regulates >30-fold. On Xi, Tsix persists as Xist is down-regulated. How would dsRNA form when Tsix and Xist, both cis-limited, are on opposite chromosomes during XCI?